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Additional architectures: GNNs, UNet, MedSAM
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The missing piece

@ Tabular data : Linear Models, MLP

® Sequence data (e.g., Language, speech): CNN, RNN,
Transformer

® |maging data : CNN, Vision Transformer

® What about graph data?
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.
What is a graph?

A graph is composed of
B * Nodes (also called vertices)
« Edges connecting a pair of nodes

presented in an adjacency matrix

(< Jeo)
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200
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Source: Minji Yoon, CMU
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.
What is a graph?

A graph is composed of
* Nodes (also called vertices)
» Edges connecting a pair of nodes

x, Presented in an adjacency matrix

Nodes can have feature vectors

QOO

Source: Minji Yoon, CMU
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Graph is everywhere!
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Jimmy Ba and Bo Wang
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Graph Neural Networks (GNN) is everywhere
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neural networs

ICLR 2021 Submission Top 50 Keywords

npj | computational materials

Explore content v About the journal v Publish with us v

bk

robus!

al network

self superwsed learnin,
rg ?hzatlo
unsupen lsed ning

erpretabilit

transfer learnin

contrasuve learnin

few shot Ieamln'é

generative ad etworl
natural language processm
deep remf ement learnin
rated learnin:
dversanal robustnes
neural archltecture search
data augmentation
genera ive modi
con(mua I learn

mpu!

els
N
ter vis|oi
Up mization
on

jularizatl
machlne learn ng
a

variational inference
advers(anal ftramm
mer:

semi supervised learnin
deep neural networn

atio
dlsenla lement
adversarial e: ampe
multi las earn

ificati
knowledge dlshllal on
ransformer
convolu(lona! neural network
mage classification
attention
uncertainty estimation
variational autoencoders
generative model

deep learnin: theorx
recurrent neural hetworl
pruning

7]

o3
S@

=)

o

S

100

150

200

nature > npj computational materials > articles > article

Article | Open Access | Published: 03 June 2021

Benchmarking graph neural networks for materials

chemistry

Victor Fung &, Jiaxin Zhang, Eric Juarez & Bobby G. Sumpter
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A graph placement methodology for fast chip design
B Azalia Mirhoseini &, Anna Goldie £, Mustafa Yazgan, Joe Wenjie Jiang, Ebrahim Songhori, Shen Wang,
tion
Young-Joon Lee, Eric Johnson, Omkar Pathak, Azade Nazi, Jiwoo Pak, Andy Tong, Kavya Srinivasa, William
Hang, Emre Tuncer, Quoc V. Le, James Laudon, Richard Ho, Roger Carpenter & Jeff Dean
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.
What is GNN? — Problem Setup

* Given
Xp « Agraph
B  Node attributes
X; Xp * (part of nodes are labeled)
* Find
* Node embeddings
Xp * Predict

« Labels for the remaining nodes

undirected unweighted graph

Source: Minji Yoon, CMU

Jimmy Ba and Bo Wang CSC413/2516 Lecture 10: Generative Model



.
What is GNN? — Problem Setup

Target Node Xp

Xg

“Homophily: connected nodes are
related/informative/similar”

Source: Minji Yoon, CMU
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.
What is GNN? — Problem Setup

Xg

“Homophily: connected nodes are
related/informative/similar”

Source: Minji Yoon, CMU
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.
What is GNN? — Problem Setup

“Homophily: connected nodes are
related/informative/similar”

Source: Minji Yoon, CMU
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.
What is GNN? — Problem Setup

Source: Minji Yoon, CMU
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.
What is GNN? — Problem Setup

Friend

recommendation

Product
recommendation

Fraud detection

Churn prediction

Source: Minji Yoon, CMU
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What is GNN? — Forward propagation

Target Node X

Source: Minji Yoon, CMU
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What is GNN? — Forward propagation

Target Node Xp
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Source: Minji Yoon, CMU
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What is GNN? — Forward propagation

1. Aggregate messages from neighbors ,0 hg)
h,(,l): node embedding of v at [-th layer Pt

N (v) : neighboring nodes of v h(l+1)
f(l): aggregation function at [-th layer 4
m,(,l) : message vector of v at [-th layer

- —-—— hg)

ha ~
0
m = fO (1P, {hP:u € ¥@)})
= f® (hﬁl), hg)hg)hg)) Neighbors of node A
N(A) ={B,C,D}

Source: Minji Yoon, CMU
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What is GNN? — Forward propagation

1. Aggregate messages from neighbors
mQ = fO (BP, {nP:u € n@)})
= 10 (W2, HPROR)

2. Transform messages
g®: transformation function at [-th layer
hﬁHl) — g(l)(mg))

Source: Minji Yoon, CMU
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0 nY

h‘(4l+1)eﬂ‘- o hg)

\\
\*Q hg)

Neighbors of node A
N(A) ={B,C,D}
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In each layer [,

for each target node v :

1. Aggregate messages
m? = fO (hP, {hP:u € ¥@)})

2. Transform messages

g™ = gO(m)

Source: Minji Yoon, CMU
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What is GNN? — Forward propagation
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.
What is GNN? — Forward propagation

Graph Convolutional Networks!'] .
m -----{0 Xc
hB
1. Aggregate messages L@ P 'G‘ D Xa
o__ 1 0 A <" hY 2 Ox
™ =N + 1 Z o - L0~ ol G B
u € N (v)u{v} - \\‘~~GX
2. Transform messages S.o .. E
by = oW omy?) B Ox;
hD
O x
2nd Jayer 1st layer oth layer

[1] Kipf, Thomas N., et al. "Semi-supervised classification with graph
convolutional networks."

Source: Minji Yoon, CMU
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.
What is GNN? — Forward propagation

Graph Isomorphism Networks!? hg)

”
-
-

1. Aggregate messages h® o @
C
o S oo
ueN@)U{v} S

~
~

2. Transform messages \Q‘
+1) _ ® ¢ m® 1
hy ™Y = o (WO om,) hP)
2nd Jayer 1st layer

[2] Xu, Keyulu, et al. "How powerful are graph neural networks?."

Source: Minji Yoon, CMU
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What is GNN? — Forward propagation

Simplified GCNI! . X
0 ERA-----0OX
B
1. Aggregate messages - " 'G‘ D Xa
1 h 7@ ) -
mP=_ — Z h 4 h¢ - 9 Xp
v TN + 1 u e L
u €N w)u{v} w S~d
2. Transform messages Y .. 0 x:
U+1) _ @ o D \\Q‘ N
o Wemy D GXF
D
- ~
Ox
[3] Wu, Felix, et al. "Simplifying graph convolutional networks." 2nd Iayer 1 st Iayer oth Iayer

Source: Minji Yoon, CMU
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What is GNN? — Forward propagation

In each layer [ :

Aggregate over neighbors
(l 1) _ f(l)(h(l 1) {h(l 1), = N(v)})

CIII’

Core part of GNNs
Transform messages

h(l) _.g(l)(m(l 1))

.II..

1-layer MLP is
commonly used

Source: Minji Yoon, CMU
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.
Graph Convolutional Network (GCN)

« GCNLII

» Average embeddings of neighboring nodes

1
O _ O

o =
lN(v) + lluEN(v)U{v}

+

h](}“'l) — O'(W(l) ° (l))

l
( ) = O'(W(l) o (|N‘(v)+1| Zu EN(U)U{V} h ))

[1] Kipf, Thomas N., et al. "Semi-supervised classification with graph convolutional networks."
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.
Graph Convolutional Network (GCN)

« GCNI1I [ Can we use batch-mode? |

, -1
h() = O'(W(l) ° (|N(v)+1| Loy e N(w)ufv} "u h( )))

l -
1
1
1 / \
1 | // \\
\
| i . L X
1 / \
! [
1 / #
l | [

[1] Kipf, Thomas N., et al. "Semi-supervised classification with graph convolutional networks."
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Graph Convolutional Network (GCN)

« GCN!I

l 1 -1
By =o(W® o (et Zu e ¥ @) )

Shared
parameters

[1] Kipf, Thomas N., et al. "Semi-supervised classification with graph convolutional networks."
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Graph Convolutional Network (GCN)

« GCN!I

. 1 -1
hy) = oW o (e Suenwum b~ )

Node embedding matrix

Shared
parameters

[1] Kipf, Thomas N., et al. "Semi-supervised classification with graph convolutional networks."
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Graph Convolutional Network (GCN)

« GCN!I

[1] Kipf, Thomas N., et al. "Semi-supervised classification with graph convolutional networks."
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.
Graph Convolutional Network (GCN)

- I .....

(row-normalized) Adjacency matrix

Node embedding matrix

Assume A is the affinity matrix

Let D be diagonal matrix where v
D,y = Deg(v) = IN()| (D7) o (AT T HOD
* The inverse of D: D1 is also diagonal: (A S

Dyy = 1/IN(w)]
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.
Graph Convolutional Network (GCN)

e~ —

AFT=+n A4+ —A = DLy A

A graph is composed of
* Nodes (also called vertices)
« Edges connecting a pair of nodes

presented in an adjacency matrix

QOOO00

1

1|11
111 1|1
1

(A

B
L=1-(D)"lx(A) 8 1 111

(F_

Normalized Graph Laplacian
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.
Graph Convolutional Network (GCN) -- Summary

Image Credit: Defferrard et al. NIPS 2016
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.
Graph Convolutional Network (GCN) -- Summary

Hidden layer
o
/ 14
e
\ o ©®
[ ]
® o
b
.,,,,,Z/‘ ReLU
o\
® o
o
o
¢ L ]
L] A °
AN

ReLU (AXW“)))

Image Credit: Defferrard et al. NIPS 2016
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.
Graph Convolutional Network (GCN) -- Summary

Hidden layer Hidden layer
—_— B A,
o o
'/. ! '/. !
\ ° L ] “‘ ° L ]
L] ®
e ® o
i 4 b 4
o Z/ RelU | o ,,//' ReLU
RN Sl e e BRSNSl e &
s o ® o
° L ]
L ] o
¢ ° ¢ L
. o o S L3 o
° \. d \o
-

}21 ReLU (AXW@) W

Image Credit: Defferrard et al. NIPS 2016
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Graph Attention Network (optional)

« GATI4

« Different weights to different nodes in a neighborhood

* Multi-head attention

exp (LeakyReLU( (Wh;|Wh; ])

> ke, €XP (LeakyReL (é’T Why] ))

Otij =

[14] Petar Velickovi¢., et al. "GRAPH ATTENTION NETWORKS."
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concat/avg
hy
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N
How to Train GNN?

» Semi-supervised learning

* Input node features are given for all nodes in a graph
* Only a subset of nodes have labels

min L(y, f (2,))
y: node label

L could be L2 if y is real number, or cross entropy
if y is categorical

Node embedding z,, is a function of input graph
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N
How to Train GNN?

Unsupervised setting:
No node label available
Use the graph structure as the supervision!

“Similar” nodes have similar embeddings
L= z CE(Yy v, DEC(zy, z,,))

Zu,Zv

Where y,, ,, = 1 when node u and v are similar
CE is the cross entropy
DEC is the decoder such as inner product

Still an active research topic!
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Two interesting questions about GNN

Question 1: Width?

Target Node o «

Should we aggregate ~.
all neighbors?

s

Source: Minji Yoon, CMU
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Two interesting questions about GNN

Question 2: Depth?
A

Target Node

-’

Y

T~
\

7t X
/1N
1
1
4
/I\\

/

A

-0
. 0
Q, Q
How many hops

should we explore? ‘0

49

Source: Minji Yoon, CMU
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Two interesting questions about GNN

Question 1: Width?

* If we aggregate all neighbors, GNNs have scalability issues

« Neighbor explosion -
« In L -layer GNNs, one node aggregates information from 0(K*%)
nodes where K is the average number of neighbors per node

Source: Minji Yoon, CMU
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Two interesting questions about GNN

Question 1: Width?

* If we aggregate all neighbors, GNNs have scalability issues

* Neighbor explosion
* Hub nodes who are connected to a huge number of nodes

Cristiano Ronaldo

Cristiano Ronaldo is currently the most-followed individual on Facebook, with over
150 million followers.

Source: Minji Yoon, CMU
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Two interesting questions about GNN

Question 1: Width?

* Limit the neighborhood expansion by sampling

a fixed number of neighbors /'\
oo
£

Source: Minji Yoon, CMU
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Two interesting questions about GNN

Question 1: Width?

* Random sampling
» Assign same sampling probabilities to all neighbors
» GraphSagel4l

 Importance sampling

* Assign different sampling probabilities to all neighbors
» FastGCNP®!, LADIES'®l, AS-GCN7l, GCN-BS®, PASS®

[4] Will Hamilton, et al. “Inductive representation learning on large graphs”

[S] Jie Chen, et al. “Fastgcn: fast learning with graph convolutional networks via importance sampling”

[6] Difan Zou, et al. “Layer-Dependent Importance Sampling for Training Deep and Large Graph Convolutional Networks”
[7] Wenbing Huang, et al. “Adaptive sampling towards fast graph representation learning”

[8] Ziqi Liu, et al. “Bandit Samplers for Training Graph Neural Networks”

[9] Minji Yoon, et al. “Performance-Adaptive Sampling Strategy Towards Fast and Accurate Graph Neural Networks”

Source: Minji Yoon, CMU
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Two interesting questions about GNN

Question 2: Depth?

* Informative neighbors could be indirectly connected with a
target node

8 a3

CSC413/2516 Lecture 10: Generative Model

Source: Minji Yoon, CMU
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Two interesting questions about GNN

Question 2: Depth?

« 2-layer or 3-layer GNNs are commonly used in real worlds

Wasn't it Deeeep Learning?

Source: Minji Yoon, CMU
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Two interesting questions about GNN

Question 2: Depth?

* When we increase the depth L more than this, GNNs face
neighbor explosion 0(K*) )

» Over-smoothing S

Source: Minji Yoon, CMU

Jimmy Ba and Bo Wang CSC413/2516 Lecture 10: Generative Model



Two interesting questions about GNN

Question 2: Depth?

Over-smoothing(1°l
« When GNNs become deep, ® ®
nodes share many neighbors - -

* Node embeddings become indistinguishable

® O
dh &b
O 6 6 0 o
" ¥ ¥ ¥ ¥
[10] Qimai Li, et al. “Deeper Insights into Graph Convolutional Networks for Semi-Supervised Learning”

Source: Minji Yoon, CMU
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Two interesting questions about GNN

Question 2: Depth?

Over-smoothing!'0
* Node embeddings of Zachary’s karate club network with GNNs

lis] ]
‘ Y L] L]
1 o .
0 o o] . = e . "‘
° ‘. . 025 Ll ‘ 0041 .
. .
e o 20 . :~ 0104 9 = A o o
» i . ‘ o’.. o] .°.- 2
’ 0054 * a .. 01 .
02 ~ 10 ° ‘ . |
. |000] L ® el . 006{ o
" . ‘ . 0.014 J
o2 51 o0 o1 o2 "% 0% 015 -010 005 000 005 010 015 0175 -0150 -0125 -0100 -0.075 -0050 0025 0000 0175 -0150 0125 -0100 -0075 -0050 -0025 ) G0z Go1 000
(a) 1-layer (b) 2-layer (c) 3-layer (d) 4-layer (e) 5-layer

[10] Qimai Li, et al. “Deeper Insights into Graph Convolutional Networks for Semi-Supervised Learning”

Source: Minji Yoon, CMU
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GNN Applications

Pinterest Engineering
Aug 15,2018 - 8 min read

PinSage: A new graph convolutional neural
network for web-scale recommender systems

DeepMind Bog > Traffic prodiction with advanced Graph Neural Networks

Ruining He | Pinterest engineer, Pinterest Labs

e 8L0G POST

Traffic prediction with

Web image search gets better with graph neural

advanced Graph Neural network; v v -
Networks T ool el i kg e O
- 1ieving improved ranking in cross-modal retrieval.
Food Discovery with Uber Eats: B e
Using Graph Learning to Power _ - - —
Recommendations P-Companion: A principled
g framework for diversified
o @o -G complementary product
) (@) = recommendation
© e @
’:" &1y — » By Junheng Hao, Tong Zhao, Jin Li, Xin Luna Dong, Christos Faloutsos, Yizhou Sun, Wei Wang
& o~ Q DM\ Q) 2020
) <
= o)

Source: Minji Yoon, CMU
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.
GNN applications

 Graph-level prediction: whether the molecule is a potent drug2°!
» Execute on a large dataset of known candidate molecules
 Select the ~ top-100 candidates from the GNN model
* Have chemists thoroughly investigate those

H
N |
Y—) GNN |}——> @
o §
HO

Molecule Inhibits E.coli?

[29] Jonathan M.Stokes, et al. "A Deep Learning Approach to Antibiotic Discovery”

Source: Minji Yoon, CMU
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.
GNN applications

* Discover a previously overlooked compound that is a highly
potent antibiotic?®!

H,N—_-S\__S
s
MW

Halicin

[29] Jonathan M.Stokes, et al. "A Deep Learning Approach to Antibiotic Discovery”
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GNN applications

Cell

A Deep Learning Approach to Antibiotic Discovery

Graphical Abstract Authors

Jonathan M. Stokes, Kevin Yang,
Kyle Swanson, ..., Tommi S. Jaakkola,
Regina Barzilay, James J. Collins

Correspondence

regina@csail.mit.edu (R.B.),
jimjc@mit.edu (J.J.C.)

, BERE o sien News  Sport
NEWS

BIEAE WORKLIFE

Reel

Home Video World UK Business Tech Science

nature

NEWS . 20 FEBRUARY 2020

Powerful antibiotics discovered using Al

Machine learning spots molecules that work even against ‘untreatable’ strains of
bacteria.

FINANCIAL TIMES

COMPANIES TECH MARKETS GRAPHICS OPINION WORK & CAREERS LIFE & ARTS HOW TO SPEND IT

Worklife Travel Future

CORONAVIRUS BUSINESS UPDATE
Stories  Entertainment & Arts Get 30 days’ complimentary access to our Coronavirus Business
Update newsletter

Our new guide intelligence
for getting ahead obaics ﬁ Do he ot amevoring st s o

Scientists discover powerful antibiotic =~ Al metisence

using Al

© 21 February 2020

[29] Jonathan M.Stokes, et al. "A Deep Learning Approach to Antibiotic Discovery”

Al discovers antibiotics to treat drug-resistant
< s diseases

Machine learning uncovers potent new drug able to kill 35 powerful bacteria
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After the break

After the break: U-Net and U-mamba, MedSAM
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Biomedical Image Segmentation

Biomedical Image Segmentation: What and Why

Optical Image — Mass Image—p —— Singl Il Data

» Quantification of anatomical structures
and disease progression

B Chromatin M Endosomal network B ERmembrane M Golgi membrane 1 Lysosome membrane
> Canc er mi CrOenVirOnme nt analys iS W Microtubule W mgﬁgﬁgnal - ::c"l\eb::vaﬁgveww M Plasma membrane M Vesicle membrane

’ '.

;
oA™Y
4 ‘mV) N

Cell1 Celi2 Cell3 Celli
peak10123 0473 1287 0028

peak26378 6598 5988 6003 gy

Ppeak34765 4033 1021 4184
peak4 1569 2304 1458 1493
peaki 0473 0023 0510 0772

Capolupo, L et al. Science, 2022

Heinrich, L. et al. Nature, 2021

Segmentation is the core technology towards precise biomedical image analysis!

CSC413/2516 Lecture 10: Generative Model
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Biomedical Image Segmentation

Biomedical Image Segmentation is Still an Active Research Field!

Word Cloud of paper titles in MIC CAI 2020-2023

MICCAI MICCAI
2020 imaging 2021

whole osti
images . attention

ot T PPPiCtON  UNSUPErVised g
predi(tin_nlearnln . flaSblflca[lonf““"m“fi““al video .USiII 2 Segmentatlon
e - % O dassification ] JT1 A © & B osis
O

’ neural yia dgtecn0115‘1:;;:;1?;3“@&5
model base . ” _ ation imaging ].earn].ng registration
ultrasound reconstl'ucll;)l: h medical ro])usl netWOI' self-supervised reconstruction
automatic approach using = ‘alisgssmen( cancer based ultrasound multiple i

framework : . i i TH i
analysis iy detection unsupervised transformer domain o4e] brain e.dlCagL i
analysis brain domain representation contrastive  Semi-supervised &P
framework

tumor adversarial

lesion

MICCAI MICCAI
2022 self-supervised 2023 synthesis

. diagnosis netWOrk representation  datection
2 i e

neural diffusion uluas?;r;cliygs estimation _ imaging
. framework data S| ng
self-supervised : adaptive
ot unsupervised M7 prediction _ feature
' = learning
lesion ynsupervised reconstructlo'n using robust Model disease o

! " Haral N
brain estimation l.e arnin g crtobust reconstruction. brain . Oa’r‘gecontrastwe
mentation o

ancig

medical classification . analysis multiple diagg
aal=ta =

imaging e

semi-supervised deep  prediction
framework  cancer neural classification

netwos

data transformer

53
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https://github.com/JunMa11/MICCAI-OpenSourcePapers

Biomedical Image Segmentation

Segmentation Paradigm Over the Past Half Century

Heuristic Optimization/mod DL-based Foundation
methods el-based methods tailored models models
19805 20152022 2023 >
Thresholding Variational Models FCN, U-Net, DeepLab, Segment Anything
Region Growing (e.g, Snakes, GAC,...) (SAM)

S*=arg msinE(S)

Maet al.
SIAM-IS,

2021 g’é;?l al., MedPhys, /—g
Customized Models 2 [ car with h

segmentation prompt image
More data 11M images & 256 GPUs

—

More powerful computing

54
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Biomedical Image Segmentation

What Are the SOTA Automatic Segmentation Networks?

Semantic Segmentation on ADE20K

Dataset

Leaderboard

Swin transformer: Hierarchical vision transformer using shifted windows
... Transformer, called Swin Transformer, that capably serves as a general-purpose backbone
for computer vision. Challenges in adapting Transformer ... a hierarchical Transformer whose ...
Y¢ Save 99 Cite Cited by 12082 Related articles All 10 versions 9

View Validation mloU v by Date for All models
70 Transformer-based =
BEIT-3 ONE-PEACE
SwinV2-G(UperNet),
60 BEIT-L (wwpem&)
Swin-L (UperNet, ImageNet-22k pretrain)

- SETR-MUR (160K, MS)
o5 'R
5 e OuNeemeion
5 . RefineNet
=
<
[=] DilatedNet-
3 FCN
<3

2

. CNN-based

2015 2016 2017 2018 2019 2020 po21 2022 2023 2024

Other models

Fully convolutional networks for semantic segmentation

J Long, E Shelhamer, T Darrell - Proceedings of the IEEE ..., 2015 - openaccess.thecvf.com

... for per-pixel tasks like semantic segmentation. We show that a fully convolutional network
(FCN) trained end-to-end, pixels-to-pixels on ion
Yr Save 99 Cite Cited by 44857 Related articles All 52 versions Web of Science: 2272 99

ds the state-of-the-...

ade20k

S T v— 135516 | ccture 10:

-~ Models with highest Validation mloU

Transformer-based networks are current SOTA
on the natural image segmentation benchmark.

55
Generative Model


https://paperswithcode.com/sota/semantic-segmentation-on-ade20k
https://paperswithcode.com/sota/semantic-segmentation-on-ade20k

Biomedical Image Segmentation
What Are the SOTA Networks for Medical Image Segmentation?

Hypoxic Ischemic Encephalopathy

Circle of Willis
o fE
U-Net + ResNet nnU-Net . . .

Brain Tumor / Vestibular Schwannoma All t}le Wmnlng algorlt}lms are ba Sed on

' ;(‘)g(l» ap volumus/‘. . Q MRI . .
2 & 00 ohme U-Net and its variants.
Cere‘l:;a‘l Artery .\ Head-Neck Tumor
150 3D volumes P 5 CT & MRI
nU-Net ” 56 4D volumes . .
nferior Anlvwalr Nerve ' mUNe Semantic Segmentation on ADE20K
Medlasunal Lymph Node

room
e 337 3D volumes Leaderboard  Dataset

nnU-Net f . 300 3D volumes
Head- Neck Tumor U-Net + Group supervision
9 zuu 4D volumes Mnral Valve
e m\U Net ..— TEE
150 3D volumes
nnU-Net
3
>s£G, A Gl 3D volumes Bmast cancer
-7 U-Net + ResNet Ultrasound
Liver and Tumor 400 3D volumes
|2 nnU-Net
O MRI | ¢
@y 90 3D volumes
=tlas ResUNet Kn‘lney and Tumor
C] f’ 9930 volumes

onepoce

Abdominal Organ
CT ResUNet
k 4500 3D volumes
nnU-Net 6 01 18 5 0 2021
Whole-body Lesion Other models -+ Models with highest Validation mioU
PET-CT Pubic Symphysis and Fetal Head
1200 4D volumes ( Ultrasound
nnU-Net 5101 2D images . R . . et
nnU-Net U-net: Convolutional networks for b dical image seg 1

O Ronneberger, P Fischer, T Brox - ... image computing and computer ..., 2015 - Springer
... We demonstrate the application of the u-net to three different segmentation tasks. The
first task is the segmentation of neuronal structures in electron microscopic recordings. An ...

7r Save 99 Cite Cited by 96646 Related articles All 32 versions

A survey of 17 segmentation challenges in MICCAI 2023
https://github.com/JunMa11/SOTA-M
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https://github.com/JunMa11/SOTA-MedSeg

Biomedical Image Segmentation
What are the advantages of U-Net?

64 64

1 4 64 2
ir;]n;ué AR output
t%e N i segmentation
3 g may
8 ) p
&
&

» Symmetry encoder-decoder design
zHHlfH » Skip connection to recover details

» Versatility across modalities

copy and crop
¥ max pool 2x2
¢ 3 B 4 up-conv 2x2
=» conv 1x1

D'ZD':D = conv 3x3, ReLU
t S

CSC413/2516 Lecture 10: Generative Model



Biomedical Image Segmentation

nnU-Net: Automatically config U-Net

nnU-net
—> Test
: data
Data fingerprint Rule-based parameters Empm(!:al
parameters S
T ] I z : 1 | Median ! =
Distribution of ay| Cascade Ensemble i ==

resampled 7 trigger —> | selection i
shape m £

Train > Configuration of _‘
data post-processing E
Prediction
—_— Network
—— i IS GPU topols
R— memory opology —>  Network training
limit (cross-validation)
|| "R Low-res Low-res network L°t‘;’;'is‘ :h:;is ot U ? dly
batch size [ topology A — Pipeline
L 3D /U 7z | fingerprint
Fixed parameters IOptimizer| [Training procedure | Ilnference procedure | - I‘ :4
— [spc ] 4 -
Architecture template I I Learning rate | |Dala augmentation I [ Loss function | y U A

Isensee, Fabian, et al. "nnU-Net: a self-configuring method for deep learning-based biomedical image
segmentation." Nature Methods 18.2 (2021): 203-211.
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Biomedical Image Segmentation
Segment Anything Model (SAM)

valid mask valid mask | annotate l
lightweight mask decoder model data
- I
model
1 imige Segment Anything 1B (SA-1B):
—— encoder
S + 1+ billion masks ) >
o ° u cat with epncod‘c)ar -‘ * ll. million imag'es
L black ears * privacy respecting
T - T * licensed images
segmentation prompt image prompt image
(a) Task: promptable segmentation (b) Model: Segment Anything Model (SAM) (c) Data: data engine (top) & dataset (bottom)

Kirillov, A., etal. "Segment anything." ICCV, 2023
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Biomedical Image Segmentation

MedSAM: Pipeline

Fine-tune both image encoder and mask decoder

Mask decoder
Image !

encoder . Prompt encoder
Image

embedding = Segmentation
Input Image

Bounding box prompts
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Biomedical Image Segmentation
MedSAM: 1M image-mask Pairs

g

5
8
=

The Number of Image-mask Pairs
N w
8 8
= ]

g
g

&3

, 2 W 9317 6710 3900 1284 803
& (77 S 4
R T e
o, Vg o o

IMJ,

Experimental Settings

» 86 internal validation tasks

* 60 external validation tasks

*  Compared to specialist U-Nets and
DeepLabV3+ that are trained on each

modality

Bo Wang CSC413/2516 Lecture 10: Generative Model




Biomedical Image Segmentation
Mg_dSAM: Internal Validation Results

3 084 . — i
5 t — ]
=

8

o 0.64 i
2 .
5

= 044

8

L MedSAM

é 02 U-Net specialist

DeepLabV3+ specialist
SAM

SAM U-Net DeepLabV3+ MedSAM SAM U-Net DeepLabV3+ MedSAM
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Biomedical Image Segmentation
MedSAM: External Validation Results

! i ; _

: 1 ] === | i H : = ; |
E | = : : !
Fol || : ' ——— :
= . t . .
g ! ;
o 0.64 . .
£ :
=] H i . i .
s : : . : H
= 04 : : : H
g : : : .
e MedSAM
E 02+ U-Net specialist

DeepLabV3+ specialist
SAM

SAM U-Net DeepLabV3+ MedSAM SAM U-Net DeepLabV3+ MedSAM
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Biomedical Image Segmentation

Human Annotation Study

Expert 1 Expert 2

Manual

Initial marker
MedSAM inference
Refinement

2000

1500

1000

500

Average Annotation Time (s)

Manual MedSAM Assistance Manual MedSAM Assistance
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Biomedical Image Segmentation

MedSAM: Demo

X b oo ;’;
el fk' &, \ge &0
b3 oy % 92&0 oS
- o/ h " 3 . 4
; M“ A | R ; e

o -

ALY

Gland Segmentation in Pathology Images Liver and Tumor Segmentation in CT
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Biomedical Image Segmentation

MedSAM: Demo

Abdominal Organ Segmentation in MR Lungs and Heart Segmentation in X-Ray
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Biomedical Image Segmentation
MedSAM: Demo

Tissue and Instruments Segmentation in Endoscopy Image Instruments Segmentation and Tracking in Endoscopy
Video
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Biomedical Image Segmentation

How can we make the model accessible to medical professionals?

Answer: A Lightweight MedSAM (distillation and fine-tuning)
Stage 1. Distillation a small image encoder

256x64x6

ViT Base 4
89.67M

Image
embeddin —» MSE Loss

g

Lite Conv. + Transformer 256x64x6
Smaller feature size and fewer 4
channels

Wu, Kan, et al. "Tinyvit: Fast pretraining distillation for small vision transformers." ECCV, 2022.
Zhang, Chaoning, et al. "Faster Segment Anything: Towards Lightweight SAM for Mobile Applications."arXiv preprint arXiv:2306.14289 (2023).
Zhao, Xu, et al. "Fast Segment Anything." arXiv preprint arXiv:2306.12156 (2023).
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Biomedical Image Segmentation
Lite MedSAM: 10X Faster

Stage 2. Fine-tune the whole model

# param: 4058340

Tiny Mask decoder
Image s
encode Prompt encoder
r ! T # param: 6220
Image
Input Image em‘zzddi D Segmentation

Bounding box prompts
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Biomedical Image Segmentation
Lite MedSAM: 10X Faster

- F
- —

0 1000 2000 3000 4000 5000 6000

® MedSAM
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Biomedical Image Segmentation

3D Slicer Integration (Open-source Platform)

https://www slicer.org /

https://github.com/bowang-lab/MedSAMSlicer

81
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https://www.slicer.org/
https://github.com/bowang-lab/MedSAMSlicer

Biomedical Image Segmentation

MedSAM in Community
GitHub Stars (2.2K)

@ Star History

Google Scholar (~1000 citations in eight months)

Nature
https://www.nature.com > ... » articles 3

Segment anything in medical images - Nature

by J Ma - 2024 - Cited by 975 — We introduce MedSAM, a deep learning-powered
foundation model designed for the segmentation of a wide array of anatomical

structures and lesions ...
Tor T )
oute

MedSAM in napari
: : | integrated MedSam into napari FYI #36
MedSAM in HuggingFace

Segment medical images with MedSAM

2 comments

In this notebook, we're going to perform inference with MedSAM, a fine-tuned version of the SAM (segment-anything model) by Meta a, Karol-G commented on May 5
Al on the medical domain (thereby greatly improving its performance). "
ey,
* Original repo 1just wanted to let you know that | integrated MedSam already into my Napari SAM plugin: https://github.com/MIC:
DKFZ/napari-sam

« Hugging Face docs.

S0 you can check the mark on "3 slicer and napari support" on your todo list if you want ;)
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https://github.com/NielsRogge/Transformers-Tutorials/blob/master/SAM/Run_inference_with_MedSAM_using_HuggingFace_Transformers.ipynb
https://github.com/NielsRogge/Transformers-Tutorials/blob/master/SAM/Run_inference_with_MedSAM_using_HuggingFace_Transformers.ipynb
https://github.com/NielsRogge/Transformers-Tutorials/blob/master/SAM/Run_inference_with_MedSAM_using_HuggingFace_Transformers.ipynb
https://github.com/MIC-DKFZ/napari-sam
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