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Deep Learning: Alchemy or Science?



Source: https://towardsdatascience.com/a-visual-explanation-of-gradient-descent-methods-momentum-adagrad-rmsprop-adam-f898b102325c















Let’s talk in codes:













Source: Geoffrey Hinton 



When activation function is linear (or close to linear) :

When activation function is Relu :

A better idea (if possible): Start with a pretrained model!







Source: Geoffrey Hinton 





Tip in practice: Typically, a grid search involves picking 
values approximately on a logarithmic scale, e.g., a learning 
rate taken within the set {.1, .01, 10−3, 10−4 , 10−5}



The problem with SGD:



The problem with SGD:



The problem with SGD:



Source: Geoffrey Hinton 
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Let’s talk in codes:

Source: Kosta Derpanis





Let’s talk in codes:







Adam combines Momentum and RMSProp
May not converge to optimal solution
Works extremely well in practice! (60k+ citations)



Let’s talk in codes:

A

Adam (Partial)

momentum

RMSProp



Let’s talk in codes:

A

Adam (Full)

momentum

RMSProp

Bias Correction



A toy example



















Typical Image Augmentation

Source: Sourav Kumar

https://medium.com/@sauravkumarsct?source=post_page-----aa1913468722--------------------------------


Time series data augmentation



Synonym Replacement

Data Augmentation for NLP

This article will focus on summarizing 
data augmentation techniques in NLP.

Synonym 
Replacement

This write-up will focus on summarizing 
data augmentation methods in NLP.

Source: Shahul ES



Synonym Replacement

Data Augmentation for NLP

This article will focus on summarizing 
data augmentation techniques in NLP.

Random 
Insertion

This article will focus on write-up summarizing 
data augmentation techniques in NLP methods.

Source: Shahul ES



Synonym Replacement

Data Augmentation for NLP

This article will focus on summarizing 
data augmentation techniques in NLP.

Random Swap

This techniques will focus on summarizing data 
augmentation article in NLP.

Source: Shahul ES



Synonym Replacement

Data Augmentation for NLP Back-Translation

Source: Shahul ES



Caution!





An example of bottle-neck structure

























Source: Peter Skalski











Tips: Var[m_j] = p (1-p)







Deep Learning: Alchemy or Science?

Your Thoughts?
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